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SZEREGOWANIE CYKLICZNE Z OGRANICZENIEM CZASOW WYKONY-
WANIA

Streszczenie. Rozwazany jest gniazdowy problem szeregowania cyklicznego.
Przedstawiono kilka szczegdélnych wtasnosci problemu. Poszukiwanie optymal-
nego harmonogramu przeksztalcono w problem poszukiwania optymalnej ko-
lejnosci wykonywania operacji. Wykorzystano w tym celu grafy. Rozpatrzono
i przedyskutowano zagadnienia: badania dopuszczalnoSci, wyznaczania harmo-
nogramu dla ustalonej kolejnoSci operacji, efektywnego poszukiwania przyblizo-
nej kolejnosci, wptywu czas6w wykonywania na rozwiazanie. Fragmenty podejS¢
ilustrowano na przyktadzie liczbowym.

CYCLIC SCHEDULING WITH LIMITED PROCESSING TIMES

Summary. We deal with the cyclic job-shop scheduling problem. We show a few
its special properties. We convert seeking the optimal schedule into problem of
seeking optimal sequence of operations by using graphs. There have been con-
sidered and analysed subjects: checking feasibility of the solution, finding the
schedule for fixed processing order of operations, efficient method of seeking
approximate sequence of operations, checking the influence of operations pro-
cessing times on the solution. Fragments of the approach have been illustrated by
an instance.

1. Introduction

Flexibility is one of the features enumerated for Industry 4.0, see the review of
problems identified in this research area [4]. Flexibility is perceived as, for example,
alternative routes for manufacturing products, various scenarios of making transport
activities, planning manufacturing products on request or on clients orders, adjusting
processing times to improve the efficiency of manufacturing and profits of the owner.

Up to now, we have considered several special problems raised in this area,
among others: fully automated and partially automated manufacturing systems without
or with limited human personnel, application of typically automated, cooperated trans-
port supporting system perceived as the fleet of Automated Guided Vehicles (AGV), see
for example [10, 17]. The fundamental aim of the AGV is to transfer a job (namely,
the semi-product or product) between machines. There are several various strategies of
implementing transport [1, 2]. In this paper we have assumed that each product has its
own unique technological route for processing. It means that there is no flexibility in the
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former (technological) meaning and in the later (transport) activities. On the other hand,
we are considering flexibility as well as an alternative transport strategies in the latter
meaning by admitting various workloads and routes of AGVs. Referring to the opti-
mization criterion, we are considered the cyclic schedule with the minimal cycle time
criterion as well as an approximation of minimal cycle time by the makespan. The paper
is an extension of recent works on cyclic scheduling, see for example achievements in
[3] and our works on this topic [6], [17].

2. The problem

We consider a general manufacturing system having the park of machines repre-
sented by the set M = {1,...,m}, where m is the number of machines. The system
provides on the output in the cyclic manner (periodically) an mixed assortment of n
various products determined by the set N' = {1,...,n}. Each product j € N can be
perceived as a j-th production job and requires the predefined (fixed) sequence of n;
operations numbered successively by (l;-1 + 1,...,l;_; + n;) which have to be per-

formed in this order, where [; = >t yng, j = 1,...,n and Iy = 0. The modeling
technology commonly operates on the set of operations with precedence constraints

n l
o=U U {sh (1)
j=1s=l;_1+1
instead of the set of jobs. We denote in the sequel 0 = |O| = [,,. Operation i € O has
to be performed on the machine v; in the unknown yet time p;, p, < p; < p;, where p,
and p; are given bounds (pessimistic, optimistic). Additionally, the expected (suggested)
processing time is assumed to be known and is denoted by p;. The schedule is defined

by start times of operations S = (51, 5%,...,95,) and processing times of operations
p = (p1,P2, - - ., Po) Which fulfill the technological routing constraints
Sz+pz <Si+1, i:lj_1+1,...,lj—1, j: 1,2,...,71 (2)

as well as sequencing constraints for operations with conflicting resource requirements
(Sl—i—pl<5k)\/(5k +pk<Sz>a V; = Vg, ZJ‘JEO (3)

The optimization goal is to minimize the cycle time, which is defined as the period of
time between successive occurrence of the same operation. The approach proposed in
the paper refers also to the makespan as an auxiliary criterion.

3. Mathematical model

In order to define the solution as well optimization problem we use the modeling
technology introduced by us originally for the conventional job-shop scheduling pro-
blem [10, 11] and employed also for cyclic job-shop [13, 14, 15, 16]. It is known in the
literature for short as “permutation-and-graph”. It has been considered as the most ef-
ficient, moderate comfortable, and moreover yields the representation of solutions with
the smallest redundancy. The approach allows us to generate: schedule, graph for the
formulation of special properties and the method of finding minimal makespan as well
as cycle time. Details are given below.
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Set of operations O can be decomposed into subsets Oy, = {i € O : v; = k},
where O}, corresponds to operations which should be processed on machine k; we denote
further my = |Ok|, & € M. The processing order 7 of operations on all machines is
defined by m-tuple 7 = (7q, ..., 7py), where m = (i (1), ..., mx(my)) is a permutation
on O, k € M; m(i) denotes this element of Oy, which is on position 7 in 7. Let IIj
be the set of all permutations on Of. Then 7 € 1I = II; x Il x ... x II,,. Note
that, because of the feasibility condition, some 7’s cannot be acceptable as the legal
solutions. In the sequel, we formulate a few conditions of feasibility depending of the
method of finding the minimal cycle time for a fixed processing order. Cyclic behavior of
the manufacturing system means that each machine £ continuously repeats the sequence
Tk, 1.e. performs jobs in the following order w77y . . ., for £ € M. Cyclic schedule for
fixed processing order 7 can be described by the vector S = (51, ..., S,) of operations’
starting times. In successive cycles, S is increased by a constant 7" called the cycle time.
Minimal cycle time for fixed = will be denoted by 7'(7). Our fundamental aim is to find

processing order 7*
T(n*) = min T (m), (4)

where minimization runs only over feasible 7’s. It is clear that value of 7'(7) depends
on vector of variable processing times p = (pi,...,P,), which has an influence on
the evaluation of the schedule value. Equation (4) implies an evident two-level solution
algorithm which seeks 7 on the upper level, whereas on the lower level finds 7'(7) for
each fixed 7. Thus, we need to resolve several research tasks: (a) how to check feasibility
of 7, (b) how to find T'(7), (c) how to generate only feasible 7. We consider these topics
hereinafter in details.

4. Linear Programming

In this section we provide the method of finding the schedule for the given 7
by using LP (Linear Programming). Our aim in this case is to find schedule S =
(51,59, ...,S,), processing times p = (p1,p2,.-.,Po) and the cycle time 7' > 0 for
fixed given 7 through solving the following LP task

T(m) = g%T (5)

with constraints

Si—i—p,-<3i+l,izl,...,nj,i:lj_l—i—l,...,lj—l,jzl,...,n, (6)
Sﬂ'k(l) +p7rk(z) < Sﬂ'k(i-I—l)? 1= 17 e, My — 17 k - ]-7 SN U2 (7)
Sraimi) T Prgimy) < Sy + 15 E=1,...,m, (8)
p,<Spi<pyi=1,...,0, 520, i=1,...,0, T>0. (9)

Inequalities (6) follow from technological route of jobs. Inequalities (7) follow from the
fixed sequence 7 of operations on machines. Constraint (8) forces cyclic behaviour of
the schedule. Constraint (9) provides bounds on the decision variables. We say that 7 is
feasible if this LP problem has a finite solution (S, p, T'). Unfortunately, such method of
checking feasibility is too expensive in our opinion. On the other hand, LP belongs to
P-class, then one expects moderate efficiency of this approach in finding 7'(7). The first
found feature is: the minimal value of 7" is obtainable for p; = p..
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5. Decomposition

This decomposition is oriented on the usage of graphs in order to find 7'(r).
Already in [16] it has been suggested a decomposition of the problem (5), namely
T(m) = rnTm(nb;}n T). (10)
In the considered case (10) is supplemented by constraints (6) — (9). Equation (10) en-
forces a two-level method of finding 7'() for the given 7. Since the goal function (10)
remains constant for 7', so the internal problem is to check whether exists or not exi-
sts for the given T feasible S, p satisfying constraints (6) — (9). As it was mentioned in
[16], in the context of metaheuristics, only T'(7) is essential for the search over space
I1. Thus, we need to settle a few problems: (A) fast checking if for the given 7T’ exists
feasible S, p satisfying (6) — (9), (B) solving T'(7) without LP. There are at least two
1deas for (A) — (B). The first approach seeks minimal 7" for which ming 7" < oo still
exists; any one-dimension minimization method can used in this aim, which means that
(A) needs to be applied many times, see [15] for details. The method has relatively large
pseudo-polynomial computational complexity. The second approach evaluates 7'(7) by
graph paths and applies (A) only once.

6. Graph models

We operate on two graphs. The first, planar graph G(7) is associated with clas-
sical job-shop scheduling problem for the set of operations O and is used to formulate,
among others, the sufficient condition for 7 to be feasible for this case of the job-shop,
see for example Fig. 1. Being more precisely, 7 is feasible if the graph G (7)

G(r) = (O, RUE(r)) (11)

where O is the set of nodes, and R U £(r) are sets of arcs

n lj_l m mr—1
R = L_Jl '_Z_U 1{<ivi+ D}, &) = kL_Jl L_Jl {(me()), i+ 1))} (12)

has no cycles. Node i € O represents in Activity-on-Node (AoN) description style
the operation « € O and has weight p; = p..Weight of the node has no meaning for
checking feasibility, but it is valid for calculation of the makespan. With the i-th node
we associate the event S; which denotes the earliest starting time of this operation. Arcs
from sets R as well as from the set £(7) have weight zero. Profits from the application
of the graph G() is as follows. Let us define length of a paths in G(7) between nodes i
and 7 (including p;) as

dij = max div + Dy, (13)

where B; is the set of immediate predecessors of node j in G (7). The makespan is
max - 7 14
Cmax(7) = maxmaxd; ;. (14)

Chax () can be found in O(0) time by using conventional Bellman’s algorithm. Relation
between Chax(m) and T'(7) one can find in the following property; the proof will be
skipped because of the paper size.
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Property 1. Let k = (K1,...,Ks), s < m be the sequence so that k; € M, k; # kj,
] =180 F s Kepl = KL Gry (1)1, (miyy,) < 09 @ =1, 5. Then we have
< max * maX < . - ’
T(m) < Cpax(m), T(7*) < (7%) Wg%)lgﬂ() () (15)
and
T(m) > max T > T, jpj=2 2 Ty w1 (16)
where
1.5
1= 5 ; dmi(l)’miﬂ(m”iﬂ)' (17)

Because the computational complexity of finding max,, 7T}, from (16) is non-polynomial,
one can consider the limited sequences of x, namely for s = 2,1, see [16] for details,
leading to polynomial-time algorithm, but with weaker lower evaluation.

The second, non-planar graph H(7), will be used to find cyclic schedule S, p
having given correct value T'(7) or its upper evaluation 7" > T'(). In order to cover all
possible cases of 7', then the graph analysis for the value 7" < T'(7) should provide the
answer that no feasible schedule exists. We define H () as follows

H(r) = (O,RUE(x) U F(r)). (18)

where sets O, R, £() are the same that as for the graph G/(); the same are also the node
and arcs weights. The graph H () can be perceived as an extension of G(7) created by
adding set of additional arcs wrapping around the cylinder, see Fig. 1 (right). Set F ()
closing up the cylinder is defined as follows

m

F(m) = kU1{<7Tk(mk)77Tk(1))} (19)

where arc (7, j) € F(m) has weight minus —7" and represents preceding constraint (8).

We recall fundamental properties formulated previously, see [16]. They provide
necessary and sufficient conditions for 7 to create the feasible schedule. The former
states that “processing order 7 is feasible if and only if G(7) does not contain a graph
cycle and T is chosen so that H(m) does not contain graph cycle of positive length”.
The latter states that “If graph G(7) does not contain graph cycles, there always exists
feasible schedule S, p for this 7 and with minimal cycle time 7'(7)”.

Let us consider now the problem of finding S, p for fixed 7' > T'(m) by using
H(m). With each node i € O we associate the event .S; having the sense of the longest
path length going to this node 7, without this node weight. Notice, H () contains graph
cycles (they go around the cylinder one or several times) as well as positive and negative
weights on arcs. Therefore finding S, p can be perceived as certain labeling algorithm,
which assigns to nodes values satisfying constraints (6) - (8). Such labeling procedure
AC with the computational complexity O(0?) built on Bellman-Ford relaxation has been
proposed in [16]. Paper [16] also provided the advanced version of AC called AC* which
runs in shorter time O(mo).

7. Instance

For the Instance from Tab. 1 and processing order
= ((10,2,8,6),(4,11,3,9),(7,1,12,5)) (20)
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Tabela 1
Illustrative instance

job operation machine P Di D; Di
0 — ZO

1 1 3 35 61 75 59

1 2 1 39 67 83 65
1 3 2 72 96 108 94 — U

2 4 2 65 89 95 86

2 5 3 48 56 88 60
2 6 1 5 10 15 10 — Iy

3 7 3 40 48 62 49

3 8 1 38 42 52 43
3 9 2 4 8 12 8 — I3

4 10 1 47 75 79 71

4 11 2 16 24 38 25
4 12 3 88 96 116 98 — ly

Rys. 1. Graphs G(7) (left) and H () (right).

graph G(7) is shown in Fig. 1 (left), whereas H () in Fig. 1 (right). Arcs from R are
drawn by solid line, arcs from £(7) by dashed line, arcs from JF () by dotted line.

Applying graph G() for processing order (20) and fixed p we obtain Cy.x(7) =
289 with S = (49,108,173,0,219,279,0,173,216,0, 86, 111). Applying graph H (7),
for fixed p (see last column in the table), we seek with the help of AC proce-
dure [15] the minimal value of 7" so that H(w) does not contain cycle of positi-
ve length. This condition is fulfilled for 7' = 272 but not for 7' < 272. Thus
T(m) = 272 > Cpax(m). Starting initially S; = 0, ¢ = 1,2,...,0 we finally get
S = (49,108,173, 3,212,272,0,173,267,10,89,114) from the analysis of paths in
this graph. Evaluation of 7'(7) appeared in the Property 1 provides 7}, |, -1 = 266 and
T} |w|=2 = 272. Note that solution of LP task also provides 7'(m) = 272.
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8. Proposed approach

The solution algorithm is “hybrid” and contained two phases. In the first phase,
we seek for the feasible approximate solution 74 of the problem with the makespan cri-
terion, namely Chax (74) = mingecqcm Cmax (), see (15). To this aim algorithms TSAB
[10] or i-TSAB [11] are recommended. Since the processing times are variable, therefo-
re in order to speed up the search process and eliminate the influence of these variables
on the choice of 74, we assume that the processing time p; is fixed and approximated by

4B+ D
.

where evaluations are: p, — optimistic, p; — pessimistic and p; — average.

The second phase employs inequality 7'(74) < Cpax(74), see (15). In this phase
we solve only once the problem (5)—(9) for 7 = 74. This can be done either by solving
appropriate LP task or by seeking T > T'(r), see (16), for which graph H () is feasible.
Such the approach ensures a balance between calculation cost and quality of obtained
solution.

Di (21)

9. Conclusion

Properties have been designed in order to find or, at least evaluate, the minimal
cycle time 7'(7) for the given job processing order 7 without necessity of solving au-
xiliary LP task or even without necessity of generating the exact schedule .S, p. In this
paper we propose and discuss an approach which allow us to reduce the size of the LP
problem as well as the size of graph model due to skillful relaxation and aggregation
of jobs. This reduction moves the appropriate LP graph model from pseudo-polynomial
time complexity to polynomial time complexity. These findings extend significantly for-
mer results, found so far in our research, see [15]. All properties can be built into co-
nventional metaheuristic approaches, e.g Simulated Annealing (SA), Tabu Search (TS),
Evolutionary Search (EA) with particular evaluation of a processing order during the
run. Actually, one can perform the complex procedure of finding the exact schedule on-
ly for final processing order generated by the output of local optimization algorithm.
Note, 7'() can be found more efficiently than LP task by using special graphs, being
the extension of graphs formulated originally for the conventional job-shop scheduling
problem. The computational experiments is the natural continuation of the research.
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